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ABSTRACT

BACKGROUND: Deeper phenotyping may improve our understanding of depression. Because depression is heterogeneous, extracting cognitive signatures associated with severity of depressive symptoms, anhedonia, and affective states is a promising approach.

METHODS: Sequential sampling models decomposed behavior from an adaptive approach-avoidance conflict task into computational parameters quantifying latent cognitive signatures. Fifty unselected participants completed clinical scales and the approach-avoidance conflict task by either approaching or avoiding trials offering monetary rewards and electric shocks.

RESULTS: Decision dynamics were best captured by a sequential sampling model with linear collapsing boundaries varying by net offer values, and with drift rates varying by trial-specific reward and aversion, reflecting net evidence accumulation toward approach or avoidance. Unlike conventional behavioral measures, these computational parameters revealed distinct associations with self-reported symptoms. Specifically, passive avoidance tendencies, indexed by starting point biases, were associated with greater severity of depressive symptoms ($R = 0.34$, $p = .019$) and anhedonia ($R = 0.49$, $p = .001$). Depressive symptoms were also associated with slower encoding and response execution, indexed by nondecision time ($R = 0.37$, $p = .011$). Higher reward sensitivity for offers with negative net values, indexed by drift rates, was linked to more sadness ($R = 0.29$, $p = .042$) and lower positive affect ($R = 0.33$, $p = .022$). Conversely, higher aversion sensitivity was associated with more tension ($R = 0.33$, $p = .025$). Finally, less cautious response patterns, indexed by boundary separation, were linked to more negative affect ($R = −0.40$, $p = .005$).

CONCLUSIONS: We demonstrated the utility of multidimensional computational phenotyping, which could be applied to clinical samples to improve characterization and treatment selection.

https://doi.org/10.1016/j.bpsc.2024.02.005

In the United States, the number of adults experiencing depression-related symptoms has quadrupled over the past 4 years (1,2). Probing distinctions between cognitive signatures of depressive and anhedonic symptoms is crucial because this differentiation not only enhances our comprehension of anhedonia but also contributes to a deeper understanding of depression. This is particularly significant because increased anhedonia severity has been linked to worse trajectories in depression (3–5), increased nonresponsiveness to treatments (6–8), and poorer quality of life (9).

Depression and anhedonia have both been associated with multiple affective states (10,11). Characterizing depression, some studies have reported flat and blunted responses to pleasurable experiences (17,18), while others have found shorter and/or more variable positive affective responses to pleasurable experiences (19,20). Consequently, this wide range of affective states often manifests in diverse symptom profiles (i.e., phenotypes). Therefore, studies are needed to deconstruct these heterogeneous symptom profiles. For example, distinguishing anhedonia from other symptoms of depression may improve diagnostics and treatment selection, but to date, similarities and differences among cognitive signatures of dimensional depression, anhedonia, and affective states have rarely been explored.

Here, we characterize latent cognitive signatures of depressive symptoms, anhedonia, and affective states by decomposing behavior from (neuro)cognitive tests with...
process-oriented models. This approach is known as multidimensional computational phenotyping (21–31). We focus on symptom severities rather than diagnostic categories, consistent with the conceptualization that mental health conditions generally exist on a continuum rather than as categories (24,31,32). First, we introduce the approach-avoidance conflict (AAC) task as a promising probe for characterizing depressive phenotypes (33–36), highlighting several novel features. Next, we introduce sequential sampling models as powerful process-oriented analytics.

**Studying AAC Behavior**

In AAC paradigms, participants decide to approach or avoid offers that include both rewarding and aversive features (37). Varying the relative magnitude of these rewarding and aversive features produces offers with different conflict levels. Recent studies found that individuals with major depressive disorder were characterized by distinct neural and behavioral patterns compared to individuals without major depressive disorder (28,38). Specifically, Pedersen et al. (28) found that people with major depressive disorder were less sensitive to reward and had lower tendencies to approach offers. However, past studies focused on categorical assessments and did not discriminate between cognitive signatures of dimensional depression, anhedonia, and affective states.

Using AAC paradigms to extract fine-grained signatures of different depression-related constructs requires modification of task specifics to increase their clinical sensitivity. This is because reward and aversion responses in AAC paradigms can be driven by multiple underlying constructs that need to be dissociated. For example, participants’ experienced conflict level depends on their so-called marginal rate of substitution between reward and aversion—that is, the willingness to accept an additional unit of aversion for an additional unit of reward. Conversely, participants’ sensitivity to changes in either reward or aversion depends on their marginal utilities.1 Ultimately, reward and aversion responses can also be influenced by asymmetric costs of approach relative to avoidance choices (28,39). All these concepts can affect decision-making processes differently and may involve distinct neural pathways and signaling (40,41).

We implemented a modified AAC task (Figure 1A) to distinguish between the aforementioned concepts. First, offers were composed of reward and aversion by using money and shock as reinforcers. This allowed us to calibrate offers based on individuals’ marginal rates of substitution and parametrically manipulate the amount of offered reward and punishment. Second, offers were created on a trial-by-trial basis to separately probe individuals’ reward and aversion sensitivities. Third, we distinguished between positive and negative domains because reward and aversion sensitivity may depend on the sign of an offer’s net value (42–45). Fourth, we distinguished between instrumental responses that are congruent with Pavlovian approach/avoidance tendencies, making them more automatic than those that are incongruent with these tendencies (Figure 1B) (39,46,47).

**Sequential Sampling Modeling**

We focused on a process-oriented account by fitting sequential sampling models (SSMs) to behavioral data from the AAC task (24,48). Conventional performance measures and alternative cognitive models (e.g., signal detection theory models) focus either on response times (RTs) or response frequencies (24). Conversely, SSMs simultaneously account for the entire RT distribution and the relative frequency of each response option, thus providing richer analytical information (49,50). SSMs simulate behavior with processes that sequentially accumulate information up to a decision threshold (49,51–53). This allows the decomposition of behavior into distinct, quantifiable mental components with established psychological interpretations.

The diffusion decision model (54) is a prominent SSM (Figure 2A) with 4 main parameters (28,50). Specifically, drift rate (v) reflects the quality of evidence accumulation. In our context, higher drift rates indicate easier decisions, such that evidence accumulates more rapidly, resulting in faster RTs and more frequent approach choices. Boundary separation (a) reflects the required amount of evidence for reaching decisions. Larger boundary separations yield more consistent choices (i.e., less variability in choosing different actions for offers with similar levels of evidence), resulting in slower (and more skewed) RTs. Starting points (z) indicate initial response biases (e.g., due to asymmetric costs of stimulus-response mapping). In our context, larger starting points indicate greater biases toward approach choices, which leads to large changes in the tail and leading edge of the RT distributions. Finally, longer nondecision time (Tnd) indicates longer perceptual encoding and response execution times that occur outside the decision process, shifting the entire RT distribution but without affecting its shape.

Only a few studies have examined AAC behavior with computational models, and most of them did not use SSMs (55–59). The few studies that applied SSMs only used the classic diffusion decision model and focused on categorical assessments of depression (28,34,60,61). However, different SSMs assume distinct dynamics in decision-making processes that can lead to different behavioral predictions (49,52,62,63). For example, collapsing boundaries (Figure 2B) are used to model the declining need for additional evidence as time passes (e.g., when participants become increasingly impatient or when externally or internally imposed response deadlines are imposed) (64–67). Therefore, we tested different models to find the one that accounted best for the behavioral pattern (24,68).

**METHODS AND MATERIALS**

**Participants**

Fifty adults were recruited through the Harvard Psychology Community Study Pool. Inclusion was restricted to adults between ages 18 and 45 years who were fluent in English and not color blind; note that this study pool does not consist solely of Harvard students. Participants were not preselected...
based on clinical measures or evaluated using clinical interviews. They received $22.50 for performing the AAC task and completing the clinical questionnaires and a performance-based bonus (maximal $27.10). For process-oriented computational analyses, all 50 datasets were used, whereas 2 participants were omitted from questionnaire-based analyses because they did not complete the self-report assessments.

**AAC Paradigm**
A total of 105 offers were presented one at a time. Each offer was composed of a monetary reward component and an aversive (electrical shock) component displayed by horizontal bars (Figure 1). After a fixation period, response symbols (i.e., a plus sign represented approach choices, while a square represented avoidance choices) were simultaneously presented with the offer. Offers were dynamically created on a trial-by-trial basis for each participant. See the Supplement for additional details.

**Beck Depression Inventory-II**
The Beck Depression Inventory-II (69) assesses the severity of depressive symptoms (70,71). Participants rate each symptom during the past 2 weeks on a scale from 0 (not feeling or experiencing the symptom) to 3 (feeling or experiencing the symptom to an extreme extent). Raw scores range from 0 to 63, with scores below 13 indicating minimal to no depression severity. Scores from 14 to 19, 20 to 28, and >29 indicate mild, moderate, and severe depression severity, respectively.

**Snaith-Hamilton Pleasure Scale**
The Snaith-Hamilton Pleasure Scale (72) assesses hedonic capacity (41,73,74) and consists of 14 statements that assess an individual’s capacity to experience pleasure. Participants indicate their agreement with each statement, considering the previous few days, on a scale from 1 (definitely agree) to 4 (definitely disagree). Total scores range from 14 to 56, with higher scores representing more anhedonia.

**Positive and Negative Affect Schedule**
The Positive and Negative Affect Schedule (PANAS) (75) assesses positive affect and negative affect. Respondents indicate how strongly they identify with 20 descriptions on a scale of 1 (very slightly or not at all) to 5 (extremely) based on their mood during the past 2 weeks (75). The PANAS yields 2 scores (PANAS–positive affect and PANAS–negative affect) ranging from 10 to 50, with higher scores indicating greater levels of positive or negative affect.

**Visual Analog Mood Scale**
The Visual Analog Mood Scale (76) assesses current mood states. Participants view horizontal lines ranging from 0 to 100, each corresponding to a bipolar mood spectrum: happy-sad,
tense-relaxed, and friendly-hostile. Participants choose a point on each line that best characterizes their current mood. We converted the scores on each scale such that higher scores indicated more negative affect.

**Mood and Anxiety Symptom Questionnaire**

The Mood and Anxiety Symptom Questionnaire (77) assesses symptoms related to anxiety and depression. Participants rate the presence of 62 symptoms during the past week on a scale from 1 (very slightly or not at all) to 5 (extremely). We used the anxiety-related subscores—general distress: anxiety and anxious arousal—to account for anxiety-related symptoms.

**Cognitive and Behavioral Avoidance Scale**

The Cognitive and Behavioral Avoidance Scale (78) assesses avoidance behavior associated with anxiety and depression. Thirty-one items describe different avoidant behaviors that participants rate on a scale from 1 (not at all) to 5 (extremely). A higher score indicates more avoidance tendencies.

**Questionnaire Assessment**

All scales had excellent internal reliability (Cronbach’s alpha ranging from 0.82 to 0.94) (see the Supplement and Figure S1).

**Analytics**

We fit different versions of SSMs to single-trial RTs and choices within a Bayesian hierarchical framework using the open-source toolbox HDDM (64,65,79) (see the Supplement). Then, we selected the best model in terms of both deviance information criterion and posterior predictive checks. Because offers (i.e., presented reward, aversiveness, conflict) varied on each trial, model parameters specified by these stimulus attributes also varied on a trial-by-trial basis. We provide model comparison in the Supplement and focus on clinical relationships with the best-fitting model. The Supplement also provides parameter recovery assessments by generating simulated data (using the participants’ offers and the estimated model parameters as inputs) and then determining whether the fitted parameters were recovered. We examined posterior

---

**Figure 2.** Computational account of behavior in the approach-avoidance conflict task decomposed decision processes into distinct and quantifiable latent cognitive components. (A) The diffusion decision model [Ratcliff (54)] simulates decisions by noisy evidence processes that evolve over time toward one of the 2 boundaries that represent the 2 response options. The set of model parameters (e.g., $T_e$, $z$, $a$, $v$) reproduces behavior, whereby each parameter quantifies a distinct cognitive signature of the decision dynamics. (B) An alternative sequential sampling model with linear collapsing decision boundaries that presumes different decision dynamics than the diffusion decision model.
distributions of estimated coefficients to assess their significance in simultaneously predicting RTs and choices on a trial-by-trial basis. For brevity, we report point estimates (posterior means) and 95% CIs for all covariates in the Supplement.

**Computational Phenotyping**

To explore links between symptoms and computational model parameters, we first conducted correlational analyses between the parameters of the best-fitting model and raw questionnaire scores. We examined the linearity of correlations with scatterplots (Supplement). After identifying statistically significant associations, we assessed the clinical relevance of these associations with multivariate regression models. Specifically, the questionnaire scores served as dependent variables, while the model parameters served as predictors. Covariates were z-scored before entering the regression models. We compared model performance with F test analyses. We provide additional sensitivity analyses in Tables S8 and S9. To establish the benefits of SSM parameters over conventional performance measures, we estimated multivariate regression models with mean RTs and choice frequencies as predictors (with severity scores as dependent variables).

**RESULTS**

Our sample (n = 50) included 35 women (mean age = 29 years, SD = 7 years) with a broad range of symptom severity related to depression and anhedonia (but low levels of anxiety) (see Table S1 and Figure S2).

**Relative Frequency and Speed of Decisions Depended on Domain Type**

Figure 3 simultaneously presents choice frequencies and RT quantiles. Offers with positive net values (reward minus aversion) comprise the positive domain, while those with negative net values comprise the negative domain. Across both domains, the frequency of approach decisions increased as the offers’ net values increased. This pattern is consistent with an evidence accumulation model wherein the strength of net evidence accumulation (drift rate) for approach is proportional to the difference between reward and aversion.

**Models With Linear Collapsing Boundaries Performed Best**

The SSM with linear collapsing boundaries outperformed other SSM versions in terms of both the deviance information criterion and posterior predictive checks (Tables S2, S3; Figures S3, S4). Overall, simulations showed good parameter recovery, particularly for the parameters that are included in the main analysis presented below (Figure S5). The recovery of drift rates for the positive domain was poorer than for the negative domain, leading to lower power to detect effects in the positive domain. Figure S6 shows that this was due to the trial-by-trial creation of offers, which led to a higher sampling of reward-aversion combinations for the negative domain (due to less consistent choices of approach relative to avoidance) than the positive domain. Therefore, we do not overly interpret the difference between positive and negative domains.

The best-fitting model (Figure 3B; Figure S7) included linear boundary collapses that varied by conflict (defined as the absolute difference between reward and aversion). Drift rates toward approach varied by reward, aversion, and domain type. Higher conflict was associated with decreased boundary separation (\(\alpha\); mean posterior point estimate \(\beta = -0.035, \text{SD} = 0.017\) and slower collapsing rates (\(\theta\); \(\beta = -0.031, \text{SD} = 0.012\)). Statistics for posterior distributions are presented in Table S4, and correlations between parameters are provided in Figure S8.

**Multidimensional Computational Phenotyping**

The severity of depression and anhedonia were moderately correlated (\(R = 0.51, p < .001\)). Correlational analyses between best-fitting model parameters and questionnaire scores identified cognitive signatures of depression severity, anhedonia, and affective states (Figure 4A). Figure 4B, C shows the linear associations for 2 parameters (also see Figures S9 and S10).

**Distinguishing Between Depressive and Anhedonic Symptoms**

Greater depression severity was associated with weaker approach biases on a Pavlovian congruent (passive avoidance) trial (\(zPB_c; R = -0.34, p = .019\) (Figure 4A), accounting for asymmetric effects in the RT distributions of avoidance versus approach choices. Moreover, greater depression severity was associated with longer nondecision times (\(T_{nd}; R = 0.37, p = .011\) (Figure 4A), accounting for right-shifted RT distributions of both choice types.²

A multivariate regression model with depression severity as the dependent variable and computational parameters (\(T_{nd}; zPB_c\)) as independent variables showed that depression severity was related to both nondecision time (\(T_{nd}\); coefficient \(\beta = 0.319, \text{SD} = 0.134, p = .022\)) and passive avoidance tendencies (\(zPB_c\); \(\beta = -0.286, \text{SD} = 0.134, p = .038\)), adjusted \(R^2 = 0.179\). Subsequent F test analyses illustrated that this multivariate model (M1), which included both parameters as main effects, outperformed alternative, univariate models (Table S5).

**Dissecting Reward and Aversion Sensitivity and Their Associations With Affective States**

Increased reward sensitivity in the negative domain (Figure 4A; \(v_{\text{reward,neg}}\)) was associated with lower positive affect (\(p = .022\)) and more sadness (\(p = .042\)). This means that for adults who endorsed lower positive affect and more sadness, marginal reward increases were less effective in switching choices from avoidance to approach when offers had negative net values.

While positive affect and sadness were inversely related to reward sensitivity in the negative domain, more tension was associated with increased aversion sensitivity in that domain (\(v_{\text{averse,neg}}; p = .025\) (Figure 4A). More tension was also associated with faster decision boundary collapses as conflict increased (\(T_{\text{conflict}}; p = .049\) (Figure 4A). However, the

²Follow-up analyses showed a strong positive association between depression severity and severity of universal avoidance behavior (\(R = 0.81, p < .001\)) as measured by the total score on the Cognitive and Behavioral Avoidance Scale (see Methods and Materials). Cognitive and Behavioral Avoidance Scale–related avoidance severity was also solely associated with longer nondecision time (\(R = 0.31, p = .031\)).
multivariate model (M1) with tension as the dependent variable and both parameters ($v_{\text{av}}$, $\theta_{\text{conflict}}$) as main effects did not perform better than a univariate model (M2) with only $v_{\text{av}}$ as a covariate (Table S5). Therefore, tension seemed to be predominantly associated with increased aversion sensitivity in the negative domain.

**Cognitive Signatures of Negative Affect**

More negative affect was associated with decreased boundary separation ($a; p = .005$) (Figure 4A), leading to less consistent response patterns for offers close to the border of the positive and negative domain. Additionally, more negative affect was associated with more active approach tendencies ($z_{PB}; p = .023$) (Figure 4A). Multivariate regression models revealed an association between the magnitude of negative affect and a main effect of boundary separation ($a; \beta = -0.366, SD = 0.128, p = .007$) and its interaction with active approach tendencies ($a$ by $z_{PB}$ interaction: $\beta = -0.335, SD = 0.131, p = .014$), but the main effect of active approach was no longer significant ($z_{PB}; \beta = 0.137, SD = 0.135, p = .318$), adjusted $R^2 = 0.272$. Therefore, participants with less cautious response patterns exhibited more negative affect, even more so if they also demonstrated active approach tendencies. Subsequent $F$ test analyses showed that the multivariate model (M1) that included both model parameters and their interaction outperformed alternative multivariate and univariate models (Table S5).

**Computational Phenotyping Versus Summary Statistics**

Next, we evaluated whether computational parameters were better predictors of clinically relevant constructs than conventional performance measures. Figure 5 shows the estimated coefficients from multivariate regression models with clinical constructs (1 per subplot) as dependent variables. Model A included conventional performance measures as covariates, while models B and C included computational parameters as covariates. As marked by the asterisks (indicating statistical significance) in Figure 5, only the computational parameters were related to clinical constructs (except for the case where mean RT was related to negative affect, shown in Figure 5C). Additional statistics are provided in Tables S6 and S7.

**DISCUSSION**

In an unselected community sample with varying symptoms, we probed cognitive signatures related to depressive symptom severity, anhedonia, and affective states in an AAC task with computational modeling. The SSM that accounted best for the decision dynamics included linear collapsing boundaries that varied by conflict, starting points that varied by response modes, and domain-specific drift rates that distinguished between reward and aversion sensitivity. Critically, this process-oriented account deconstructed behavior into separate and
quantifiable components (cognitive signatures) that were associated with distinct clinical constructs. We also demonstrated the utility of computational phenotyping over conventional performance measures by showing that, with one exception, SSM parameters were more predictive of symptom scores.

Our adaptive AAC task, together with computational modeling, allowed us to separate behavioral effects due to conflict and impatience (indexed by boundary separation and boundary collapses), response biases (indexed by starting points), and reward and aversion sensitivity (indexed by drift rates). In previous studies, estimated reward and aversion sensitivity could have been influenced by individual differences in preferences, marginal rates of substitutions, and/or differences in relative potency, timing, and duration of reward and aversion (41,80).

Anhedonia and depressive symptoms were both associated with more passive avoidance tendencies. However, greater depressive symptoms were uniquely associated with longer nondecision times. At first, this may seem to contradict findings from previous studies that found depression characteristics to manifest in drift rates and starting point biases (81,82). However, these studies focused on categorical assessments of depression and used tasks (e.g., perceptual discrimination tasks) that are meant to tap into other cognitive constructs. This is important to consider because task specifics determine the precise interpretations of model parameters (24).

Figure 4. Different cognitive characteristics of depressive and anhedonic symptoms and affective states. (A) Depressive symptoms, anhedonia, and affective states were correlated with distinct cognitive signatures as indexed by varying model parameters (α refers to boundary separation, CD refers to the domains [positive, negative], PB refers to the Pavlovian response incongruent/congruent trials, Ter refers to nondecision time, θ refers to angle of linear collapse, v refers to drift rate, and z refers to starting points. Significant (p values < .05 and unadjusted for multiple comparisons) correlations are surrounded by red boxes. For correlation pairs that showed a moderate to strong correlation strength (R ≥ 0.30), we also estimated p values adjusted using false discovery rate correction. The correlations that showed an adjusted p value < .05 are also marked by an asterisk. Figure S9 shows the complete matrix including significant and nonsignificant correlations. (B) Linear association between anhedonia and starting point bias for Pavlovian-congruent trials. Black dots indicate data. Means (solid lines) and corresponding 95% CIs are shown as shaded intervals. (C) Linear association between sadness and drift rate for marginal reward changes in the negative domain. BDI, Beck Depression Inventory; Corr, correlation; PANAS, Positive and Negative Affect Schedule; SHAPS, Snaith-Hamilton Pleasure Scale; VAMS, Visual Analog Mood Scale.
Therefore, the specifics of our task (i.e., forming a representation of reward relative to aversion by extracting the relative size of horizontal bars without providing an explicit reference point) might have made it more sensitive to detecting clinical differences in early-stage components of decision processes.

Clinical measures of depression and anhedonia comprise heterogeneous symptom profiles. Therefore, it is not surprising that measures of more specific affective states show stronger associations with reward and aversion sensitivities. Our findings highlight that distinct latent cognitive signatures (quantified and estimated by the computational model parameters) can help to define different phenotypes (e.g., decreased positive affect in a subgroup of people with depression) (83,84).

Higher positive affect was associated with decreased reward sensitivity (in the negative domain). This is consistent with previous research suggesting that positive affect can lead to optimistic biases in negative contexts and therefore less sensitive responses to changes in reward (85). Moreover, we found that more sadness was associated with increased reward sensitivity in the negative domain. Because depression can lead to reduced positive affect (10,83) and/or increased sadness (17), our study shows how these affective states are linked to different decision-making biases, in addition to those influenced by the severity of depression itself.

Higher negative affect was associated with both elevated approach under active response mode and less consistent choice patterns for offers with average conflict levels. It is intriguing that positive and negative affect as measured by the PANAS (75) mapped onto different model parameters. However, this finding is consistent with the notion that positive and negative affect are divergent concepts rather than 2 sides of the same coin (86–89).

Tension has been proposed as one of the defining components of mood (90). We found more tension to be associated with decreased reward sensitivity (in the negative domain). This is consistent with previous research suggesting that positive affect can lead to optimistic biases in negative contexts and therefore less sensitive responses to changes in reward (85). Moreover, we found that more sadness was associated with increased reward sensitivity in the negative domain. Because depression can lead to reduced positive affect (10,83) and/or increased sadness (17), our study shows how these affective states are linked to different decision-making biases, in addition to those influenced by the severity of depression itself.

Figure 5. Computational parameters were correlated with symptom scores, whereas summary statistics (mean frequency rates and mean response times) were not. Shown are regression coefficients (means and SDs) of different models specified subsequently. Asterisks indicate significant regressors ($p < .05$). Regression outputs are provided in Table S5 and S6. (A) Models with depression severity as the dependent variable. Model A included main effects of mean approach frequency (MAR) and mean response time (MRT) as covariates. Model B included main effects of nondecision time ($\text{Ter}$) and starting point bias on Pavlovian-incongruent trials ($z\text{Bias}_i$) as covariates. (B) Models with anhedonia severity as the dependent variable. Model A included main effects of MAR and MRT as covariates. Model B included the main effect of starting point bias on Pavlovian-congruent trials ($z\text{Bias}_s$) as covariate. (C) Models with negative affect (NA) as the dependent variable. Model A included main effects of MAR and MRT as covariates. Model B included main effects of boundary separation (for average conflict trials) and starting point bias on Pavlovian-incongruent trials ($z\text{Bias}_i$) as well as their interaction as covariates. (D) Models with tension severity as the dependent variable. Model A included main effects of MAR and MRT as covariates. Model B included the rate of the boundary collapse on trials with higher conflict than average ($\theta_{\text{conflict}}$) as covariate. Model C included aversion sensitivity (indicated by drift rate) in the negative domain ($v_{\text{averse, neg}}$) as covariate. BDI, Beck Depression Inventory; PANAS, Positive and Negative Affect Schedule; SHAPS, Snaith-Hamilton Pleasure Scale; VAMS, Visual Analog Mood Scale.
with increased urgency signals (more impatience) as conflict increased (i.e., faster collapsing decision boundaries). This is consistent with previous research that associated relaxation (the opposite end of the Visual Analog Mood Scale spectrum from tense to relaxed) with low urgency signals (90).

Limitations and Outlook

We focused on 2 widely used measures to assess severity of depression [Beck Depression Inventory–II (69)] and anhedonia (Snaith-Hamilton Pleasure Scale (72)] and a few affect and mood measures known to be modulated by depression. More research is needed to link cognitive processes to other clinical measures that are sensitive to various aspects of depression and anhedonia. Specifically, future studies should target larger sample sizes and sample across the entire severity spectrum, as well as consider categorical assessments, comorbid diagnoses, and sex differences to further increase the generalizability of our results (74,77). While our sample showed only marginal variability in anxiety severity, future studies that apply multidimensional computational phenotyping are needed to dissociate anxiety-related and depression-related cognitive signatures as well as possible distinct neurobiological mechanisms. Finally, task design and model configurations should be co-developed to guarantee optimal parameter recovery. We emphasize that some model parameters showed better recovery in supplementary recovery analyses. While we focused our interpretation on the model parameters that showed robust recovery, other relationships may exist between parameters and scores that we did not have sufficient power to detect (e.g., measurement errors) due to a restricted range of symptoms.

The main purpose of this study was to explore associations between model parameters and symptom severity of depression, anhedonia, and affective states using an adaptive AAC task and computational modeling. These associations need to be tested more rigorously in future studies that also include more representative samples as detailed above.

Understanding how different affective states map onto distinct cognitive biases is important because it may help to define phenotypes of depression as well as new mechanisms that can be targeted in clinical interventions (26,74,91–93). Identifying how different affective states manifest in behavior is also critical for differential diagnostics and for assessing other co-occurring disorders (e.g., attention-deficit/hyperactivity disorder) that are often also characterized by mood disturbances but due to distinct hypothesized mechanisms (26,31,94,95).
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