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Abstract

The basal ganglia (BG) coordinate decision making processes by facilitating adaptive frontal motor commands while suppressing others. In
previous work, neural network simulations accounted for response selection deficits associated with BG dopamine depletion in Parkinson’s disease.
Novel predictions from this model have been subsequently confirmed in Parkinson patients and in healthy participants under pharmacological
challenge. Nevertheless, one clear limitation of that model is in its omission of the subthalamic nucleus (STN), a key BG structure that participates
in both motor and cognitive processes. The present model incorporates the STN and shows that by modulating when a response is executed, the
STN reduces premature responding and therefore has substantial effects on which response is ultimately selected, particularly when there are
multiple competing responses. Increased cortical response conflict leads to dynamic adjustments in response thresholds via cortico-subthalamic-
pallidal pathways. The model accurately captures the dynamics of activity in various BG areas during response selection. Simulated dopamine
depletion results in emergent oscillatory activity in BG structures, which has been linked with Parkinson’s tremor. Finally, the model accounts for
the beneficial effects of STN lesions on these oscillations, but suggests that this benefit may come at the expense of impaired decision making.
c© 2006 Elsevier Ltd. All rights reserved.
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1. Introduction

Deciphering the mechanisms by which the brain supports
response selection, a central process in decision making, is
an important challenge for both the artificial intelligence and
cognitive neuroscience communities. Based on a wealth of data,
the basal ganglia (BG) are thought to play a principal role
in these processes. In the context of motor control, various
authors have suggested that the role of the BG is to selectively
facilitate the execution of a single adaptive motor command,
while suppressing all others (Basso & Wurtz, 2002; Brown,
Bullock, & Grossberg, 2004; Frank, 2005a; Gurney, Prescott,
& Redgrave, 2001; Hikosaka, 1994; Jiang, Stein, & McHaffie,
2003; Mink, 1996; Redgrave, Prescott, & Gurney, 1999).
Interestingly, circuits linking the BG with more cognitive areas

∗ Tel.: +1 520 626 4787; fax: +1 520 621 9306.
E-mail address: mfrank@u.arizona.edu.
URL: http://www.u.arizona.edu/∼mfrank/.

1 Portions of this paper were previously presented in conference format at the
International Workshop on Models of Natural Action Selection (Frank, 2005b).

0893-6080/$ - see front matter c© 2006 Elsevier Ltd. All rights reserved.
doi:10.1016/j.neunet.2006.03.006
of frontal cortex (e.g., prefrontal) are strikingly similar to
those observed in the motor domain (Alexander, DeLong, &
Strick, 1986), raising the possibility that the BG participate
in cognitive decision making in an analogous fashion to their
role in motor control (Beiser & Houk, 1998; Frank, 2005a;
Frank & Claus, 2006; Frank, Loughry, & O’Reilly, 2001;
Middleton & Strick, 2000, 2002). Studies with Parkinson’s
patients, who have severely depleted levels of dopamine (DA)
in the BG (Kish, Shannak, & Hornykiewicz, 1988), have
provided insights into the functional roles of the BG/DA
system in both motor and higher level cognitive processes
(Cools, 2005; Frank, 2005a; Shohamy, Myers, Grossman, Sage,
& Gluck, 2005). Of particular recent interest is the finding
that deep brain stimulation in the subthalamic nucleus (STN)
dramatically improves Parkinson motor symptoms, with both
reported enhancements and impairments in cognition (Karachi
et al., 2004; Witt et al., 2004). Because the BG consists of
a complex network of dynamically interacting brain areas, a
mechanistic understanding of exactly how the STN participates
in response selection and decision making is difficult to develop
with traditional box and arrow models. Computational models
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Fig. 1. (a) The striato-cortical loops, including the direct (“Go”) and indirect (“NoGo”) pathways of the basal ganglia. The Go cells disinhibit the thalamus via GPi,
thereby facilitating the execution of an action represented in cortex. The NoGo cells have an opposing effect by increasing inhibition of the thalamus, suppressing
actions from getting executed. Dopamine from the SNc projects to the dorsal striatum, causing excitation of Go cells via D1 receptors, and inhibition of NoGo via
D2 receptors. GPi: internal segment of globus pallidus; GPe: external segment of globus pallidus; SNc: substantia nigra pars compacta; STN: subthalamic nucleus.
(b) The Frank (2005a, 2005b) neural network model of this circuit (squares represent units, with height reflecting neural activity). The Premotor cortex selects an
output response via direct projections from the sensory input, and is modulated by the BG projections from thalamus. Go units are in the left half of the striatum
layer; NoGo units are in the right half, with separate columns for the two responses (R1 and R2). In the case shown, striatum Go is stronger than NoGo for R1,
inhibiting GPi, disinhibiting thalamus, and facilitating R1 execution in cortex. A tonic level of dopamine is shown in SNc; a burst or dip ensues in a subsequent error
feedback phase (not shown), driving Go/NoGo learning. The contributions of the STN were omitted from this model, but are explored in the current simulations
(Fig. 2).
that explore the dynamics of BG network activity are therefore
useful tools for providing insight into these issues, and in turn,
how they affect individuals with Parkinson’s disease and related
disorders.

In this paper, I review converging evidence for a
mechanistic, functional account of how interacting areas within
the BG-frontal system learn to select adaptive responses and
participate in cognitive decision making, as informed by prior
computational simulations. I then present a neural network
model that explores the unique contribution of the STN within
the overall BG circuitry. The simulations reveal that the
STN can dynamically control the threshold for executing a
response, and that this function is adaptively modulated by the
degree to which multiple competing responses are activated,
as in difficult decisions. It is concluded that the STN may
be essential to allow all information to be integrated before
making decisions, and thereby prevents impulsive or premature
responding during high-conflict decision trials. Furthermore,
analysis of the dynamics of activity within various BG areas
during response selection in intact and simulated Parkinson
states demonstrates a striking relationship to the same patterns
observed physiologically, providing support for the model’s
biological plausibility and further insight into the neural
processes underlying response selection.

2. Overall BG network functionality

The “standard model” proposes that two BG pathways
independently act to selectively facilitate the execution of the
most appropriate cortical motor command, while suppressing
competing commands (Albin, Young, & Penney, 1989; Mink,
1996). Two main projection pathways from the striatum go
through different BG nuclei on the way to thalamus and up to
cortex (Fig. 1(a)). Activity in the direct pathway sends a “Go”
signal to facilitate the execution of a response considered in
cortex, whereas activity in the indirect pathway sends a “NoGo”
signal to suppress competing responses (Alexander & Crutcher,
1990a; Gerfen & Wilson, 1996). More specifically, striatal
Go cells directly project to and inhibit the internal segment
of the globus pallidus (GPi), which in turn disinhibits the
thalamus, ultimately facilitating the execution of cortical motor
responses. Conversely, striatal NoGo cells project to and inhibit
the external segment of the globus pallidus (GPe), releasing
the tonic inhibition of GPe onto GPi, and therefore having an
opposing effect on motor activity. Dopamine modulates the
relative balance of these pathways by exciting synaptically-
driven activity in Go cells via D1 receptors, while inhibiting
NoGo activity via D2 receptors (Aubert, Ghorayeb, Normand,
& Bloch, 2000; Brown et al., 2004; Frank, 2005a; Gerfen, 1992;
Hernandez-Lopez, Bargas, Surmeier, Reyes, & Galarraga,
1997; Hernandez-Lopez et al., 2000; Joel & Weiner, 1999).
Physiological evidence for this model comes from studies
showing opposite effects of D1 and D2 agents on activity within
the two types of cells and BG output nuclei (Boraud, Bezard,
Bioulac, & Gross, 2002; Gerfen, 2000; Gerfen, Keefe, &
Gauda, 1995; Robertson, Vincent, & Fibiger, 1992; Salin, Hajji,
& Kerkerian-Le Goff, 1996). Moreover, the general aspects of
this model have been successfully leveraged to explain various
motor deficits observed in patients with BG dysfunction (e.g.,
Albin et al. (1989)).

Recently, several researchers have pointed out that the
simplest version of the standard BG models is inadequate,
and that a more advanced dynamic conceptualization of BG
function is required, motivating the use of computational
modeling (Bar-Gad, Morris, & Bergman, 2003; Brown et al.,
2004; Frank, 2005a; Gurney et al., 2001). Others question the
most basic assumptions of the standard model, suggesting that
the segregation of the “direct” and “indirect” BG pathways is
not as clear as once thought (Kawaguchi, Wilson, & Emson,
1990; Levesque & Parent, 2005; Wu, Richard, & Parent,
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2000). These studies found that rather than the striatum having
separate populations projecting to GPi and GPe, virtually
all striatal cells projected to GPe, while there was still a
subpopulation that also projected to GPi. While these data
certainly challenge the simplest version of the direct/indirect
model, one need not “throw the baby out with the bathwater”
and reject the standard model altogether, especially given its
contribution to many theoretical and practical advances. First,
putative NoGo cells remain evident in the above studies, in
that many cells only projected to GPe and not GPi. Second,
the possibility that Go cells projecting to GPi also project to
GPe may signify that rather than computing raw Go signals,
the BG output may compute the temporal derivative of these
signals. According to this scheme, a striatal Go signal would
first inhibit the GPi and disinhibit the thalamus, thereby
facilitating the cortical response as proposed by the standard
model. Concurrently, the same striatal activity would inhibit
GPe, opposing the initial facilitation via GPe–GPi disinhibition.
Importantly, this opposing signal would be temporally delayed
relative to the initial facilitation (given the extra synapse and
slower time constant associated with disinhibition). The net
result would be that Go signals lead to short-lasting GPi
pauses and associated thalamic bursting activity. This overall
functionality may be useful for rapid sequencing of several
sub-motor commands, in which an individual command should
be facilitated and then immediately suppressed in favor of
the subsequent command. Consistent with this idea, motor
cortical neurons that send their main axons to the pyramidal
tract (and therefore directly involved in movement) also send
collaterals only to NoGo-type striatal cells (Lei, Jiao, Del Mar,
& Reiner, 2004), which would then act to suppress/terminate
the movement. Overall, while some of the anatomical details
are undoubtedly missing from any computational model of the
BG, this simplification enables analysis of the dynamics of
activity among multiple BG regions which is not feasible with
detailed but static anatomical diagrams.

2.1. A model of reinforcement learning and decision making in
Parkinson’s disease

Studies with patients with Parkinson’s disease (PD) provide
insight into the response selection/decision making functions
of the basal ganglia. PD is characterized by death of midbrain
dopamine cells projecting to the BG (Kish et al., 1988), and
associated motor symptoms including tremor, rigidity, and
slowness of movement (McAuley, 2003). PD patients also
have a variety of cognitive deficits, ranging from procedural
learning to working memory, decision making and attention
(Ashby, Noble, Ell, Filoteo, & Waldron, 2003; Brown &
Marsden, 1988; Cools, Barker, Sahakian, & Robbins, 2001b,
2003; Frank, 2005a; Frank, Seeberger, & O’Reilly, 2004;
Gotham, Brown, & Marsden, 1988; Jackson, Jackson, Harrison,
Henderson, & Kennard, 1995; Knowlton, Mangels, & Squire,
1996; Maddox & Filoteo, 2001; Rogers et al., 1998; Shohamy
et al., 2005). Given the proposed BG role in selecting among
various competing low-level motor responses by modulating
frontal motor activity, and the parallel circuits linking the BG
with more frontal cognitive areas (Alexander et al., 1986;
Middleton & Strick, 2000, 2002), it is natural to extend this
action selection functionality to include higher-level cognitive
decisions (Frank, 2005a; Frank & Claus, 2006; Frank et al.,
2001; Houk, 2005). While others explore BG mechanisms that
lead to adaptive selection of a salient response in the face
of less salient competitors (e.g., Gurney et al. (2001) and
Gurney, Humphries, Wood, Prescott, and Redgrave (2004)), a
complementary question is how the BG learn which action to
select. This question is relevant because the most salient input
may not always be the best choice.

Previous computational modeling of the basal gan-
glia/dopamine system provided an explicit formulation that at-
tempts to address this question and ties together various cogni-
tive deficits in Parkinson’s disease (PD) (Frank, 2005a). Specif-
ically, the model (Fig. 1(b)) posits that phasic changes in DA
during error feedback are critical for modulating Go/NoGo rep-
resentations in the BG that facilitate or suppress the execu-
tion of motor commands. The main assumption was that dur-
ing positive and negative feedback (e.g., when participants are
told that their responses were correct or incorrect), bursts and
dips of DA occur that drive learning about the response just ex-
ecuted. This assumption was motivated by a large amount of
evidence for bursts and dips of DA during rewards or their ab-
sence in animals, respectively (Bayer & Glimcher, 2005; Pan,
Schmidt, Wickens, & Hyland, 2005; Satoh, Nakai, Sato, &
Kimura, 2003; Schultz, 2002; Schultz, Dayan, & Montague,
1997). These DA changes have also been inferred to occur in
humans receiving positive and negative feedback in cognitive
tasks (Delgado, Locke, Stenger, & Fiez, 2003; Frank, Woroch,
& Curran, 2005; Holroyd & Coles, 2002). Moreover, these pha-
sic changes in DA modulate neuronal excitability, and may
therefore act to reinforce the efficacy of recently active synapses
(e.g., Hebb (1949); see Mahon, Casassus, Mulle, and Charpier
(2003) for evidence of Hebbian learning in striatum), leading
to the learning of rewarding behaviors. In the model, “correct”
responses are followed by transient increases in simulated DA
that enhance synaptically-driven activity in the direct/Go path-
way via simulated D1 receptors, while concurrently suppress-
ing the indirect/NoGo pathway via simulated D2 receptors (for
detailed neurobiological support, see Brown et al. (2004), Frank
(2005a) and Frank and O’Reilly (2006)). This drives Go learn-
ing, enabling the model to select responses that on average re-
sult in positive feedback. Conversely, phasic dips in DA fol-
lowing incorrect responses release NoGo neurons from the sup-
pressive influence of DA, allowing them to be further excited by
corticostriatal glutamate, and driving NoGo learning.2 Without
ever having access to a supervised training signal as to which
response should have been selected, over the course of training
intact networks nevertheless learned how to respond in prob-
abilistic classification tasks, similarly to healthy participants.
When 75% of units in the SNc DA layer of the model were le-
sioned to simulate the approximate amount of damage in PD
patients, the model was impaired similarly to patients.

2 See Frank and O’Reilly (2006) for more biological justification, including
discussion on how DA dips can be effective learning signals despite the already
low tonic firing rates of DA neurons.
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The details of the BG model are described in Frank (2005a,
2005b). In brief, the premotor cortex represents and “considers”
two possible responses (R1 and R2) for each input stimulus.
The BG system modulates which one of these responses is
facilitated and which is suppressed by signaling Go or NoGo
to each of the responses. The four columns of units in the
striatum represent, from left to right, Go-R1, Go-R2, NoGo-
R1 and NoGo-R2. In the absence of synaptic input, GPi and
GPe units are tonically active. Go and NoGo representations for
each response compete at the level of GPi, such that stronger
Go representations lead to disinhibition of the corresponding
column of the thalamus, which in turn amplifies and facilitates
the execution of that response in premotor cortex. Concurrently,
the alternative response is suppressed.

Striatal Go/NoGo representations are learned via phasic
changes in simulated DA firing in the SNc layer during positive
and negative reinforcement. After correct responses, increases
in DA firing excite Go units for the just-selected response, while
suppressing NoGo units, via simulated D1 and D2 receptors.
Conversely, decreases in DA after incorrect responses, together
with corticostriatal glutamate release, results in increased
NoGo activity for that response. This DA modulation of
Go/NoGo activity drives learning as described above. This
overall functionality is consistent with recent observations that
separate striatal populations encode both positive and negative
action values (Samejima, Ueda, Doya, and Kimura (2005)),
potentially corresponding to Go and NoGo cells, respectively.

As DA bursts and dips reinforce Go and NoGo represen-
tations in the BG, our model showed that the most adaptive
(i.e., rewarding) responses represented in premotor areas will
tend to get facilitated while less adaptive ones are suppressed.
Further, as the BG learns to facilitate adaptive responses, the as-
sociated premotor representations become enhanced (via Heb-
bian learning). In this way, DA reward processes within the
BG may ingrain prepotent motor “habits” in frontal cortical ar-
eas (Frank, 2005a; Frank & Claus, 2006). Once these habits are
ingrained, there is less need for selective facilitation by the BG.
This is consistent with observations that dopaminergic integrity
within the BG is much more critical for the acquisition rather
than the execution of instrumental responses (Choi, Balsam,
& Horvitz, 2005; Parkinson et al., 2002; Smith-Roe & Kelley,
2000), and with recent physiological observations that learning-
related activity is initially seen in the BG, and is only observed
later in frontal cortex (Delgado, Miller, Inati, & Phelps, 2005;
Pasupathy & Miller, 2005).

2.2. Modeling dopaminergic medication effects on cognitive
function in PD

The same model was used to explain certain negative effects
of dopaminergic medication on cognition in PD (Frank, 2005a).
While medication improves cognitive performance in some
attentional tasks (Cools, Barker, Sahakian, & Robbins, 2001a;
Shohamy et al., 2005; Swainson et al., 2000), it actually impairs
performance in probabilistic reversal learning (Cools, 2005;
Cools et al., 2001a; Swainson et al., 2000), that is when having
to make decisions that require learning to overriding previously
adaptive responses in favor of those that were less adaptive.
In order to simulate medication effects, it was hypothesized
that medication increases the tonic level of DA, but that
this interferes with the natural biological system’s ability to
dynamically regulate phasic DA changes. Specifically, phasic
DA dips during negative feedback may be partially blocked
by DA agonists (or increases in tonic DA by L-Dopa; Pothos,
Davila, and Sulzer (1998)) that continue to bind to receptors.
When this was simulated in the model, selective deficits
were observed during probabilistic reversal, despite equivalent
performance in the acquisition phase (Frank, 2005a), mirroring
the results found in medicated patients. Because increased
tonic levels of DA suppressed the indirect/NoGo pathway,
networks were unable to learn “NoGo” to override the prepotent
response learned in the acquisition stage. This account is
consistent with similar reversal deficits observed in healthy
participants administered an acute dose of bromocriptine, a
D2 agonist (Mehta, Swainson, Ogilvie, Sahakian, & Robbins,
2001), and with several other learning deficits induced by
DA medications that are consistent with NoGo impairments
(Bokura, Yamaguchi, & Kobayashi, 2005; Charbonneau,
Riopelle, & Beninger, 1996; Cools et al., 2003; Czernecki et al.,
2002; Frank et al., 2004; Ridley, Haystead, & Baker, 1981;
Shohamy, Myers, Geghman, Sage, & Gluck, 2006; Smith,
Neill, & Costall, 1999).

2.3. Empirical tests of the model

Recently, we have tested various aspects of the hypothesized
roles of the basal ganglia/dopamine system across both multiple
cognitive processes. First, we demonstrated support for a
central prediction of the Frank (2005a) model regarding
BG dopamine involvement in “Go” and “NoGo” cognitive
reinforcement learning. We tested Parkinson patients on
and off medication, along with healthy senior control
participants (Frank et al., 2004). We predicted that decreased
levels of dopamine in Parkinson’s disease would lead to
spared NoGo learning, but impaired Go learning (which
depends on DA bursts). We further predicted that dopaminergic
medication should alleviate the Go learning deficit, but would
block the effects of dopamine dips needed to support NoGo
learning. Results were consistent with these predictions. In
a probabilistic learning task, all patients and aged-matched
controls learned to make choices that were more likely to result
in positive rather than negative reinforcement. The difference
was in their learning biases: patients taking their regular dose
of dopaminergic medication implicitly learned more about the
positive outcomes of their decisions (i.e., they were better at
Go learning), whereas those who had abstained from taking
medication implicitly learned to avoid negative outcomes
(better NoGo learning). Age-matched controls did not differ
in their tendency to learn more from the positive/negative
outcomes of their decisions. We have also found the same
pattern in young healthy participants administered dopamine
D2 receptors agonists and antagonists, which at low doses
modulate striatal dopamine release (Frank & O’Reilly, 2006).
Again, dopamine increases improved Go learning and impaired
NoGo learning, while decreases had the opposite effect.
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The same BG modeling framework accurately predicted the
pattern of event-related potentials recorded from healthy
participants who were biased to learn more from either
positive or negative reinforcement (Frank et al., 2005), as
well as a counter-intuitive improvement in BG/DA-dependent
choices when hippocampal explicit memory systems were
taken offline by the drug midazolam (Frank, O’Reilly, &
Curran, 2006). Finally, in the D2 drug study mentioned
above, the same BG/DA effects extended to higher level
working memory tasks that required paying attention to task-
relevant (i.e., positively valenced) information while ignoring
distracting (negative) information (Frank & O’Reilly, 2006),
consistent with predictions from extended BG models that
include interactions with prefrontal cortex in working memory
and attention (Frank & Claus, 2006; Frank et al., 2001; O’Reilly
& Frank, 2006).

3. Integrating contributions of the subthalamic nucleus in
the model

Despite its success in capturing dopamine-driven individual
differences in learning and attentional processes, the above
model falls short in its ability to provide insight into BG
dynamics that depend on the subthalamic nucleus (STN).
The model was designed to simulate how the BG can learn
to selectively facilitate (Go) one response while selectively
suppressing (NoGo) another. Because the projections from the
STN to BG nuclei (GPe and GPi) are diffuse (Mink, 1996;
Parent & Hazrati, 1995), it may not be well suited to provide
selective (focused) modulation of specific responses, and was
therefore omitted from the model. Instead the model simulated
the focused projections from striatum to GPi and GPe, as well
as the focused projections from GPe to GPi, to demonstrate how
direct and indirect pathways may compete with one another
at the level of each response, but may act in parallel to
facilitate and suppress alternative responses (see Frank (2005a,
2005b) for details and discussion).

Nevertheless, there is substantial evidence that the STN
is critically involved in both motor control and cognitive
processes (Baunez et al., 2001; Bergman, Wichmann, Karmon,
& DeLong, 1994; Boraud et al., 2002; Karachi et al., 2004;
Witt et al., 2004). Further, other computational models of action
selection also implicate a key role of the STN (Brown et al.,
2004; Gurney et al., 2001; Rubchinsky, Kopell, & Sigvardt,
2003). The present model explored the contributions of the STN
within the computational framework of the previous model of
cognitive reinforcement learning and decision making (Frank,
2005a), scaled up to include four competing responses. By
virtue of its diffuse connectivity to BG nuclei, the STN may
support more of a global modulatory signal on facilitation
and suppression of all responses, rather than modulating
the execution of any particular response. The simulations
described below reveal that this global modulatory signal could
not be replaced by a simple response threshold parameter,
because its effects are dynamic as response selection processes
evolve, and its efficacy depends on excitatory input from
premotor cortex. Further, simulated dopamine depletion in
Fig. 2. The subthalamic nucleus is incorporated into a scaled-up model that
includes four competing responses (R1–R4). The STN receives excitatory
projections from pre/motor cortex in the “hyperdirect pathway” and excites
both GPi and GPe; GPe provides inhibitory feedback on STN activity.

the augmented model results in emergent oscillations in the
STN and BG output structures, which have been documented
empirically and are thought to be the source of Parkinson’s
tremor. Finally, the simulations show that the STN may be
critical for action selection processes to prevent premature
responding, so that all potential responses are considered before
facilitating the most appropriate one.

3.1. STN connectivity with other BG and cortical structures

The STN was included in the model in accordance with
known constraints on its connectivity in BG circuitry, as
depicted in Fig. 2. First, the STN forms part of the “hyperdirect”
pathway, so named because cortical activity targets the STN,
which directly excites GPi, bypassing the striatum altogether
(Nambu et al., 2000). Thus initial activation of the STN
by cortex leads to an initial excitatory drive on the already
tonically active GPi, effectively making the latter structure
more inhibitory on the thalamus, and therefore less likely to
facilitate a response. Further, the STN gets increasingly excited
with increasing cortical activity. Thus, if several competing
responses are activated, the STN sends a stronger “Global
NoGo” signal which allows the BG system to fully consider
all possible options before sending a Go signal to facilitate the
most adaptive one.

Second, the STN and GPe are reciprocally connected in a
negative feedback loop, with the STN exciting the GPe and the
GPe inhibiting the STN (Parent & Hazrati, 1995). As noted
above, the connections from STN to GPe are diffuse, and
therefore are not likely to be involved in suppressing a specific
response. Of the STN neurons that project to GPe, the vast
majority also project to GPi (Sato, Parent, Levesque, & Parent,
2000). In the model, each STN neuron receives projections
from two randomly selected GPe neurons. This was motivated
by data showing that multiple GPe neurons converge on a single
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STN neuron (Karachi et al., 2004). In contrast, each GPe neuron
receives diffuse projections from all STN neurons (but with
randomly different synaptic weights). Please see Appendix A
for additional model equations and parameters.

3.2. Simulated BG firing patterns during response selection

The firing patterns of simulated BG, thalamic, and cortical
structures are shown in a representative response selection
trial in Fig. 3(b). Upon presentation of a stimulus input,
multiple competing responses are simultaneously but weakly
activated in premotor cortex. Concurrently, response-specific
striatal NoGo signals cause GPe activity to decrease. The
combined effects of initial cortical activity and decreases in
GPe activity produce an initial STN surge at approximately
20 cycles of network settling (in this particular trial). This
STN activity is excitatory onto all GPi cells, preventing them
from getting inhibited by early striatal Go signals that would
otherwise facilitate response execution. However, STN activity
also excites GPe neurons, which in turn reciprocally inhibit the
initial STN activity surge, thereby removing the Global NoGo
signal. At this point, a striatal Go signal for a particular response
can then inhibit the corresponding GPi column, resulting in
thalamic disinhibition and subsequent selection of that response
in motor cortex. Because activity values are displayed in terms
of average activity across each layer, the selection of a single
motor response together with suppression of other responses
results in a net decrease in average premotor cortex activity.
Finally, in some trials, a late striatal NoGo signal causes GPe
inhibition and a second surge in STN activity.

The above description of STN dynamics is consistent with
data from physiological recordings showing an early discharge
in STN cells during either response selection or direct cortical
stimulation (Kolomiets et al., 2001; Magill, Sharott, Bevan,
Brown, & Bolam, 2004; Nambu et al., 2000; Wichmann,
Bergman, & DeLong, 1994; Fig. 3(a)). Moreover, this model
is a formal implementation of existing theoretical constructs
regarding the role of the STN in initial response suppression,
followed by a direct pathway response facilitation, and then
finally an indirect pathway response termination (Maurice,
Deniau, Glowinski, & Thierry, 1998; Nambu, Kaneda, Tokuno,
& Takada, 2002). This dynamic functionality of BG activity in
response selection may have important implications for higher
level decision making, as described below. But first, an obvious
question is whether this model also accounts for patterns of
activity in the dopamine-depleted state, for which there are
abundant data.

3.3. Dopamine depletion is associated with subthalamic and
pallidal oscillations

Dopaminergic depletion in Parkinson’s disease is associated
with changes in the firing patterns and activity levels in
various BG nuclei (Boraud et al., 2002; Mink, 1996). Lowered
dopamine levels result in excessive striatal NoGo (indirect
pathway) activity, and concomitant decreases in GPe and
increases in GPi activity (Boraud et al., 2002). Parkinsonism
is also associated with increased STN activity, thought to arise
from reduced GABAergic GPe input (DeLong, 1990; Miller &
Delong, 1987). Perhaps most notably, DA depletion has been
reliably associated with low-rate oscillatory bursting activity in
STN, GPe and GPi, which is correlated with the development
of Parkinson’s tremor (Bergman et al., 1994, 1998; Levy,
Hutchison, Lozano, & Dostrovsky, 2000; Raz, Vaadia, &
Bergman, 2000). Finally, these oscillations and associated PD
symptoms are eliminated in DA-depleted animals after they
are given experimental STN lesions (Bergman, Wichmann,
& DeLong, 1990; Ni, Bouali-Benazzouz, Gao, Benabid, &
Benazzouz, 2000).3

Interestingly, when Parkinson’s disease was simulated in the
model, these effects emerged naturally (Figs. 3(d) and 4(a) for
averaged activity across multiple trials). First, simulated DA
depletion (setting tonic SNc firing rates to zero) led to increased
striatal NoGo activity, as described previously (Frank, 2005a).
Second, this led to increased overall STN and GPi activity,
consistent with empirical recordings. Third, DA depletion led
to emergent network oscillations between the STN, GPi and
GPe layers, which have been linked to Parkinson’s tremor
as described above. These oscillations were more prominent
when no motor response was selected (Fig. 3(d)), consistent
with empirical observations that movements suppress STN
oscillations (Amirnovin, Williams, Cosgrove, & Eskandar,
2004), and with the fact that tremor is usually seen in the
resting state. Further, oscillations could be observed even
when layer activity levels were averaged across multiple trials
(Fig. 4(a)), suggesting that they are highly regular (for a given
network configuration; random GPe–STN connectivity leads
to variability across networks). Finally, simulated STN lesions
(by removing the STN layer from processing) in DA-depleted
networks normalized GPi activity and eliminated GPi/GPe
oscillations (Fig. 4(b)). As mentioned above, this same pattern
of results has been observed as a consequence of STN lesions
in the dopamine-depleted animal (Ni et al., 2000). Similarly,
because cortex provides the primary excitatory input onto STN,
simulated cortical lesions also eliminated oscillations (data not
shown), consistent with experimental data (Magill, Bolam, &
Bevan, 2001). In sum, the close correspondence with various
effects of DA manipulation on BG firing patterns supports
the model’s biological plausibility, particularly in light of the
fact that it was not specifically designed to reproduce these
physiological data. Next, the relevance of these patterns to
response selection processes are considered.

3.4. The STN and action selection

If STN lesions improve Parkinson symptoms, it is natural
to consider what deleterious effects they might have. In other
words, what is the essential computational function of the STN
in action selection/decision making? Some evidence comes
from the animal literature showing that STN lesions impair
response selection processes, and lead to premature responding
when having to suppress competing responses (Baunez et al.,
2001; Baunez & Robbins, 1997). This leaves open the
possibility that the Global NoGo signal provided by the STN

3 The therapeutic effects of human STN deep brain stimulation are thought
to rely on similar mechanisms (Benazzouz & Hallett, 2000; Meissner et al.,
2005).
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Fig. 3. (a) Physiological STN recordings following cortical stimulation, adapted from Magill et al. (2004), showing two bursts of activity. The same patterns are
observed during natural response selection (Wichmann et al., 1994). (b) A single response selection trial in the model. Activity levels (normalized with respect
to maximal firing rates) are averaged across units within each layer as a function of network settling cycles. STN activity is shaded in grey for comparison with
(a). Initially, multiple simultaneously active and competing premotor cortex responses excite STN via the hyperdirect pathway (≈cycle 20). The resulting “Global
NoGo” signal prevents premature responding by keeping GPi units tonically active. Sustained GPe activity subsequently inhibits STN (cycle 35), turning off the
Global NoGo signal. Striatal Go signals then facilitate a response by inhibiting GPi and disinhibiting Thalamus (cycle 40). This is reflected in premotor cortex as an
overall decrease in activity, due to suppression of the three alternative responses. Finally, striatal NoGo signals inhibit GPe, causing a second STN surge (cycle 60),
thought to terminate the executed response. (c) Dopamine depletion in animals and humans leads to oscillatory activity in STN (shown here from Levy et al. (2000))
and GPe and GPi (not shown), which are associated with Parkinson’s tremor. (d) Simulated dopamine depletion in the model leads to emergent network oscillations
in STN, GPi and GPe.
Fig. 4. Average unit activity during response selection as a function of network settling cycles. Data are averaged across units within each area, and across 100
trials. (a) Simulated Parkinsonism (DA depletion) led to oscillations in STN, GPe and GPi, as is observed in DA-depleted animals. Regular oscillations are observed
despite averaging across multiple trials, but are dampened relative to those observed in any single trial (e.g., Fig. 3(d)). (b) STN lesions in DA-depleted networks
eliminated the oscillations observed in GPe and GPi, and facilitated response selection, as has been observed in experimental animals (Bergman, Wichmann, &
DeLong, 1990; Ni et al., 2000).
is adaptive and allows the animal (or the model) sufficient
time to consider all possible responses before selecting the
most adaptive one. This hypothesis is further supported by
observations that low-amplitude STN stimulation decreases
premature responding in rats (Desbonnet et al., 2004). The
question is whether a formal simulation of STN involvement in
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Fig. 5. (a) Response selection paradigm. Four cues are independently
associated with one of four possible responses. Responses R1 and R3 are
reinforced on 80% of trials in the presence of cues A and C, respectively. R2
and R4 are reinforced in 70% of trials to cues B and D. The test phase measures
the network’s ability to choose the 80% over the 70% response when presented
with cues A and B or C and D together. (b) Both intact networks and those with
STN lesions successfully learned to choose the appropriate response for each
training cue. STN lesions selectively impaired selection among two competing
responses, due to premature responding before being able to integrate over all
possible responses. Error bars reflect standard error across 25 runs of the model
with random initial synaptic weights.

BG dynamics can account for these data in a response selection
paradigm.

To address this question, a reinforcement learning paradigm
was simulated in which the model was presented with one of
four cues, each represented by a column of simultaneously
active units in the input layer. The network’s task was to
select one of four possible responses for each cue (Fig. 5(a)).
“Feedback” is then provided to the network by either increasing
or decreasing dopamine levels. The network learns based on
the difference in Go/NoGo activity levels in the response
selection and feedback phase, as detailed in Frank (2005a) and
in Appendix A.

The stimulus-response mappings are probabilistic, such that
the optimal response for some cues will lead to positive
reinforcement (DA bursts) in 80% of trials; in the remaining
20% of trials some alternative response is reinforced. For all
incorrect responses, DA dips are applied. Other cue-response
mappings are less reliable, such that the optimal response is
positively reinforced in only 70% of trials. Networks were
trained with 15 epochs consisting of 10 trials of each stimulus
cue. As in previous simulations, BG networks should be
able to learn to select the response most associated with
positive reinforcement based on Go/NoGo learning within the
striatum (Frank, 2005a; Frank et al., 2004). But in these prior
simulations, the STN was not incorporated and was therefore
not critical for this learning to take place.

To determine whether the STN is beneficial for selecting
among multiple competing responses, a test phase was admin-
istered. Two cues were presented in the input simultaneously,
one of which had been associated with 80% positive reinforce-
ment if responded to by one response, while the other had been
associated with 70% positive reinforcement for an alternative
response. Although the models had not been trained with these
stimulus combinations, they should nevertheless be able to se-
lect the response that was most likely to result in positive re-
inforcement (i.e. the 80% response). However, premature re-
sponding could result in selection of the 70% reinforced re-
sponse if its corresponding striatal Go signal happened to get
active prior to that of the 80% response (due to noise in striatum
or in the premotor representations themselves). This is precisely
the kind of situation in which an initial STN Global NoGo sig-
nal may be useful, so that the network can integrate over mul-
tiple possible responses before selecting the most appropriate
one.

Simulation results were consistent with this depiction
(Fig. 5(b)). While there was no difference between networks
in their ability to select the most adaptive response for each
cue, models with STN lesions were impaired at making high-
conflict decisions (e.g., choosing the best among two positively
associated responses). This result is consistent with the notion
that the STN is critical for preventing premature responding,
as networks without the STN were equally likely to choose the
70% response as the 80% response.4

Further support for the above conclusion comes from
analysis of model dynamics during the learning and testing
stages of this task (Fig. 6, averaged across trials of each type).
This analysis reveals that the strength of the initial STN Global
NoGo signal is modulated by the degree of response conflict
present in premotor cortex, such that if multiple competing
responses are active, the network may take more time to
select a given one. Recall that in training trials, only one
cue was presented that had been most reliably associated
with a single response. Thus a minimal amount of response
conflict in premotor cortex led to a small initial STN Global
NoGo signal (Fig. 6(a)). In these trials, virtually all responses
were selected by cycle 50 (as evidenced by average Thalamic
activity). In contrast, the STN surge occurred earlier and was
larger in magnitude during high-conflict test trials (Fig. 6(b)),
due to increased cortical synaptic activity (from prior cortical
learning) and resulting in slower response execution (slower
increase in average Thalamus activity). Notably, models with
simulated STN lesions did not demonstrate this modulation of
response time by degree of conflict; these models continued to
select all responses by cycle 50 in both training and test trials
(Fig. 6(c), (d)).

4. Discussion

This work presents a novel computational exploration of the
subthalamic nucleus within the overall basal ganglia circuitry.
The model integrates various neural and behavioral findings
and provides insight into the STN role in response selection

4 Similar patterns of results were observed in a network that was trained
to select among two responses (instead of four; data not shown). Thus
whereas previous models omitting the STN were capable of learning complex
probabilistic tasks (Frank, 2005a) and produced the correct pattern of DA-
dependent learning biases (in terms of Go versus NoGo striatal representations;
Frank et al., 2004), the networks in those studies were not specifically tested
in their ability to select among two responses that had been independently
associated with similar reinforcement values. The present simulations reveal
that the STN improves choice selection in these high-conflict decisions.
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Fig. 6. Average unit activity during response selection as a function of network settling cycles. Data are averaged across units within each area, and across 100
trials of the response selection task depicted in Fig. 5. (a) Intact network. Dynamics are similar to those in a single trial (Fig. 3(b)), but transitions are less clear-cut,
because they occur at somewhat different latencies across multiple trials. Nevertheless, virtually all responses during low-conflict training trials were selected by
cycle 50, as can be seen by asymptotic thalamic activity. (b) High-conflict test trials (see Fig. 5(a)). Note earlier and larger STN burst due to multiple conflicting
cortical responses. Gradual thalamus activity indicates that the STN Global NoGo signal prevented many responses from being selected until later in network
settling. (c) In STN lesioned networks, response selection time is similar to that of intact networks for low-conflict training trials. (d) A lack of STN Global NoGo
surge in STN-lesioned networks causes premature responding in high-conflict trials; all responses are selected between cycles 30 and 50.
and decision making. Consistent with other BG models (Brown
et al., 2004; Gurney et al., 2001), the STN provides a “Global
NoGo” signal that suppresses all responses. But the current
simulations revealed that this signal is dynamic, such that it is
evoked upon initial response initiation, is then inhibited, and
is finally reactivated during termination, as has been observed
in various physiological observations (Bevan, Magill, Terman,
Bolam, & Wilson, 2002; Kolomiets et al., 2001; Magill et al.,
2004; Maurice et al., 1998; Nambu et al., 2002; Wichmann
et al., 1994). Further, the degree and duration of STN activity
is directly driven by the amount of response conflict present
in cortical motor representations where conflict emerges as a
function of prior learning. These STN dynamics are therefore
adaptive in preventing premature responding when multiple
competing responses are activated.

In the following sections, I discuss how the model
corresponds to various neural and behavioral data in the context
of response selection and decision making.

4.1. Model correspondence to BG activity

In accord with physiological observations (Magill et al.,
2004; Nambu et al., 2000), a burst in STN activity occurs
during the initial stages of response selection. This burst is
elicited via the “hyperdirect” pathway, as multiple competing
responses are activated in premotor cortical areas. If multiple
responses have been associated with adaptive behavior for the
particular stimulus context, then these will be more active and
will therefore more strongly excite the STN. The resulting
Global NoGo signal delays responding until the competition is
adequately resolved. When a particular response is facilitated
(and the others suppressed), this Global NoGo signal is shut
off. This occurs due to a combination of less overall top-down
activity from cortex (since alternative responses are no longer
active), and inhibition of the STN via GPe activity. Subsequent
striatal NoGo activity can then lead to a second surge of
STN activity (via GPe inhibition), supporting termination
of responses. This overall functionality is consistent with
physiological recordings of the STN during response selection
and cortical stimulation. Further, recent imaging studies reveal
that the human STN is particularly active during high-conflict
trials in which prepotent responses are to be inhibited (Aron &
Poldrack, 2006).

4.2. Relationship to models of optimal decision making

The very same BG dynamics may serve to optimize response
times and decision thresholds depending on task demands, as
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has been studied in the context of two-alternative forced choice
tasks. Abstract neural and mathematical models of optimal de-
cision making suggest that agents must first integrate over pro-
cessing noise in order to extract the best possible decision be-
fore making a response (e.g., Brown et al. (2005), Ratcliff, Van
Zandt, and McKoon (1999) and Usher and McClelland (2001)).
These models make contact with electrophysiological findings
showing that the firing rates of “decision” neurons in monkey
motor areas gradually increase during forced choice tasks, and
when these rates cross a decision threshold a choice is executed
(Gold & Shadlen, 2002; Schall, 2003). Interestingly, both ani-
mals and humans can dynamically and optimally adjust the be-
havioral threshold for when to execute a response so as to max-
imize their reward rate, in terms of correct responses per unit
time (Bogacz, Brown, Moehlis, Holmes, & Cohen, in press;
Simen, Cohen, & Holmes, in this issue).

The adaptive and dynamic STN functionality simulated
here is consistent with the formal requirements described by
the above models. The STN Global NoGo signal effectively
achieves this function by allowing both cortical and striatal
signals to accumulate and compete before determining which
response to facilitate. Because STN activity is dynamically
modulated by the level of response conflict (which itself
is determined by prior reward associations), the STN may
contribute to optimally maximizing the response time in a given
choice situation such that faster responses are achieved for low-
conflict decisions, whereas more integration of information can
occur for high-conflict decisions. Thus, the STN is predicted
to play an important role in classical speed–accuracy trade
off effects. This account is also consistent with theoretical
perspectives positing that response conflict is represented in
rostral anterior cingulate cortex (e.g. Botvinick, Braver, Barch,
Carter, and Cohen (2001) and Yeung, Botvinick, and Cohen
(2004)); this area is thought to correspond to the monkey
rostral cingulate motor zone (Picard & Strick, 1996, 2001), and
may represent the activation of multiple competing responses.
Notably, this area has direct projections to the STN (Orieux,
Francois, Feger, & Hirsch, 2002).

4.3. Effects of STN manipulation on rat choice behavior

The model is also consistent with behavioral findings
in rats showing that STN lesions worsen, while STN
stimulation improves, premature responding in high-conflict
choice selection paradigms (Baunez & Robbins, 1997; Baunez
et al., 2001; Desbonnet et al., 2004). This is exactly what is
predicted by the dynamic Global NoGo signal hypothesized to
depend on the STN during response selection. Nevertheless,
a recent finding seem to challenge this account. Winstanley,
Baunez, Theobald, and Robbins (2005) found that lesions to the
STN decreased impulsivity in a delay discounting paradigm,
such that rats were more likely to make responses leading to
greater long-term rewards instead of those leading to short-
term reward. However, the present model would suggest that
rather than the STN lesion causing enhanced valuation of the
delayed reward per se, it may have simply prevented the rat
from reliably choosing the option that it actually would have
wanted to choose (i.e. the immediate reward), if it only could
have had more time to “consider” both options. Given that
both choices had some reward value, the lesioned rats may
have simply been more likely to choose whichever option they
first considered in any given trial, resulting in relatively more
choices for the delayed option. Future empirical studies are
therefore needed to test this account.

4.4. Neural activity during selection and oscillations following
DA depletion

The model also provides evidence for biological plausibility
at the neural systems level. First, consistent with neurophysio-
logical observations and as discussed in Frank (2005a), premo-
tor activity is observed within a trial prior to that of the stria-
tum (e.g., Alexander and Crutcher (1990b) and Crutcher and
Alexander (1990); see also Mink (1996)). This pattern is espe-
cially true for well-learned responses, in which premotor cortex
can activate the correct response without requiring striatal facil-
itation. However, learning-related activity is observed in stria-
tum prior to premotor cortex (Delgado et al., 2005; Pasupathy
& Miller, 2005) — since initial changes in Go/NoGo represen-
tations are required before premotor cortex can “stamp-in” the
habitual response.

Moreover, in the current simulations, dopamine depletion
produced emergent oscillatory activity in the STN and BG
output nuclei; these oscillations are reliably observed in DA-
depleted animals and humans and are thought to be the source
of Parkinson’s tremor (Bergman et al., 1994, 1998; Levy et al.,
2000; Raz et al., 2000). Similar oscillations were previously
described and more extensively explored in a biophysically
detailed conductance model of GPe–STN interactions (Terman,
Rubin, Yew, & Wilson, 2002). Although that model did not
include a striatum, oscillations were induced by applying a
constant external inhibitory current to GPe neurons, so as to
simulate enhanced NoGo activity in the DA depleted state.
While the current model is not as detailed at the GPe/STN
unit level (including just three ionic currents; see Appendix A),
this simpler implementation enabled tractable investigation
of systems-level dynamics among multiple BG and cortical
structures and their roles in learning and decision making. That
we still observe DA-dependent oscillations provides support
for the plausibility of the approach. Further, oscillatory activity
in the current model was substantially reduced or eliminated
with simulated lesions to STN or motor cortical areas, as has
also been shown empirically (Bergman et al., 1990; Magill
et al., 2001; Ni et al., 2000). Nevertheless, it is acknowledged
that there are multiple possible configurations that could lead
to oscillatory behavior in complex interactive circuits such
as the BG. Thus the current simulations do not prove that
they replicate the exact conditions under which oscillatory
activity and tremor is observed in Parkinson’s disease, but
merely provide a plausible scenario. In particular, it is not
currently known whether oscillations stem from DA depletion
to the entire BG, or if they would occur with restricted DA
depletion within any given area (such as the STN or striatum).
It is therefore important to be explicit about the cause of
oscillations, so that multiple alternatives could be tested.
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In the model, oscillations in various BG nuclei occur via
emergent network dynamics following striatal DA depletion.
The lack of D2 receptor stimulation leads to overactive NoGo
units (which are normally inhibited by dopamine), resulting in
excessive inhibition of GPe and, in turn, disinhibition of the
STN. Subsequent burst firing in STN propagates back to excite
GPe, which now becomes more active and thus begins to inhibit
STN. The cycle repeats, leading to oscillations in STN and GPe.
Oscillatory activity in GPi is also observed, reflecting afferent
activity from both STN and GPe. Note we did not need to
simulate DA depletion within STN, GPe and GPi themselves
for oscillations to occur; instead they arise from DA depletion
to the striatum. (As in Terman et al. (2002), the strength of GPe
activity is critical for oscillatory behavior; when the strength of
the GPe–STN projection was weakened, oscillations were no
longer observed.)

Therefore, in both models, the critical source of oscillations
is burst firing within STN after disinhibition by GPe. However,
STN disinhibition alone is not sufficient to produce oscillations;
additional mechanisms are required to generate bursting. In the
current model, top-down excitatory projections are required to
generate burst firing only in STN units which are concurrently
disinhibited by GPe and excited by cortex. Alternatively,
this burst firing can occur via intracellular rebound firing
mechanisms within STN itself Terman et al. (2002). The
current systems-level account is consistent with data showing
that top-down cortical projections play a key role in the
generation of STN bursts and associated oscillations (Bevan
et al., 2002; Magill et al., 2001). Moreover, the model makes
the unique prediction that increased response conflict in cortex
should drive further burst firing in STN under DA depletion,
and that Parkinson’s tremor should be exacerbated under
these conditions. More generally, because cortical regions
representing conflict also become increasingly engaged as
participants make errors in cognitive tasks (e.g., Yeung et al.
(2004) and Frank et al. (2005)), we predict that detectable
increases in tremor should be observed following negative
reinforcement.

4.5. Model limitations and future directions

While the current model is an advancement over previous
simulations, in that it learns to select among four competing
responses (instead of just two) and incorporates the dynamic
contribution of the STN, there nevertheless remain several
important limitations.

4.5.1. Integrating actor and critic functions of the BG
In this and the previous model (Frank, 2005a), we have

not addressed the important question of how reward and loss
information is computed by systems upstream of midbrain
dopamine neurons; instead we simply assumed this function
by externally increasing and decreasing simulated DA levels
during positive reinforcement and negative reinforcement, and
then examined their effects on learning and decision making
in the BG network. Said otherwise, the current work focuses
on the actor functions of the BG, and simply assumes the critic
function. In parallel work, we are investigating how interactions
between the amygdala and ventral striatal BG regions can
support the critic function by learning to associate stimuli with
affective states and driving dopaminergic firing in the midbrain
(O’Reilly, Frank, Hazy, and Watz (in press); see also Brown,
Bullock, and Grossberg (1999) and Houk, Adams, and Barto
(1995)). This work provides a biologically explicit mechanism
for the widely acknowledged relationship between the firing
patterns of dopamine neurons during conditioning paradigms,
and those predicted by the abstract mathematical temporal
differences reinforcement learning algorithm (Schultz et al.,
1997; Sutton, 1988). Preliminary simulations demonstrate that
the current actor BG model can learn successfully when
dopamine firing is computed by the critic model, rather than
applying DA values externally.

4.5.2. The roles of serotonin
As described here, the model does not investigate functions

of other neuromodulators beside dopamine, including serotonin
and norepinephrine, both of which are thought to play key
roles in reinforcement learning and decision making (Aston-
Jones & Cohen, 2005; Daw, Kakade, & Dayan, 2002; Harley,
2004). Particularly relevant to the current model, a role for
serotonin (5-HT) has been implicated in impulsive behavior
(Walderhaug et al., 2002; Winstanley, Theobald, Dalley,
Glennon, & Robbins, 2004). It is likely that these effects are
partially mediated by serotonergic processes within the STN.
Serotonergic neurons of the dorsal raphe nucleus innervate the
STN (Lavoie & Parent, 1990), where they are excitatory via
densely expressed 5-HT2c receptors (Pompeiano, Palacios, &
Mengod, 1994; Stanford, Kantaria, Chahal, Loucif, & Wilson,
2005; Xiang, Wang, & Kitai, 2005). In preliminary exploratory
simulations of 5-HT function within the STN of the current
model, background 5-HT levels modulate the gain of STN
neural activity and enhance sensitivity to cortical input. Thus,
according to the model, serotonin may effectively enhance STN
Global NoGo signals so as to prevent premature responding
and slow responding. Consistent with this hypothesis, blockade
of 5-HT2c receptors leads to increased premature responding
and decreased latency to make a correct response in rats
(Winstanley et al., 2004). Further research is necessary
to determine whether this serotonergic effect is mediated
selectively in the STN.

Others have emphasized a potential computational role
for serotonin in negative reinforcement (NoGo) learning, via
opponent processes with dopamine (Daw et al., 2002). We
have argued that while there is some evidence to support
this assertion, low levels of DA (or transient DA dips) are
still necessary for BG-mediated NoGo learning, and that 5-
HT effects may be more likely mediated in prefrontal cortex
rather than BG (e.g., Clarke, Dalley, Crofts, Robbins, and
Roberts (2004) and Frank and Claus (2006)). According to our
modeling framework, 5-HT modulation of prefrontal working
memory representations of recent punishments would impact
the extent to which behavioral modifications are made on a
trial-to-trial basis in response to negative feedback. Recent
evidence supports this conclusion, showing that blockade of
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5-HT reuptake in humans increases trial-to-trial punishment
sensitivity (Chamberlain et al., 2006). Furthermore, 5-HT
could also indirectly affect BG-dependent NoGo learning
by lowering DA release, via inhibitory 5-HT receptors onto
DA neurons (Nocjar, Roth, & Pehek, 2002), which could
effectively lead to longer pauses in DA firing during negative
reinforcement.

4.5.3. Response inhibition
Although we have emphasized the dynamic Global NoGo

function of the STN, we have not discussed its potential role
in explicit response inhibition (i.e., canceling a planned motor
command). In the present simulations, cortical response conflict
drives a Global NoGo signal that slows responding. It is
plausible that activation in right inferior frontal gyrus, which
is actively involved in inhibiting a response, can do so by
exciting the STN and preventing responding altogether (Aron
& Poldrack, 2006). Future simulations are required to formally
investigate the dynamics of BG and cortical areas that
contribute to successful and failed response inhibition, and their
neurochemical modulation.

4.5.4. Frontal reward representations in decision making
The current BG model cannot address other more advanced

aspects of human decision making, which would require
the inclusion of other frontal brain regions. For example,
in other simulations we have shown that the ventromedial
and orbitofrontal cortices (OFC) are critical for learning to
make decisions that depend on accurate estimates of the
expected values of decisions. This is because in addition
to the BG’s specialization in slowly integrating the relative
probabilities of reinforcement of alternative decisions, the OFC
is specialized to also incorporate graded differences in the
relative magnitudes of potential reinforcement, together with
probabilities integrated on a more recent timescale (Frank &
Claus, 2006). In these cases, active OFC working memory
representations encode the magnitudes of recent positive
and negative reinforcement experiences and may be critical
for over-riding the prepotent frequency associations that the
BG system is particularly specialized to extract, especially
when contingencies change unexpectedly. Future work will
examine the role of medial OFC projections directly to the
STN (Maurice et al., 1998). It is possible that in addition
to receiving information about the level of response conflict
from premotor/cingulate areas, the STN may also receive
OFC information about the expected magnitude of reward
outcomes from each of these response alternatives. This
functionality would provide a neurobiological mechanism for
response threshold adaptation by reward rate (see Simen et al.
(in this issue)), and could also explain the enhanced choice
of delayed over immediate rewards in STN-lesioned rats
(described above) (Winstanley et al., 2005). Finally, in addition
to these OFC functions, other BG-PFC circuits may be critical
for more complex human decision making tasks that require
explicit planning and computations of if–then scenarios (Frank
et al., 2001; Hazy, Frank, & O’Reilly, 2006; Houk & Wise,
1995; O’Reilly & Frank, 2006).
5. Conclusion

How do the present simulations provide insight into the
problem of when the subthalamic nucleus is beneficial for
cognition, compared with situations in which too much STN
activity may impair cognitive function? A preliminary answer
to this question may be that the STN is useful in situations
that would otherwise lead to “jumping the gun” on decision
making processes, by preventing premature choices. However,
when excessive hesitancy is experienced, the present model
would suggest turning off your STN, especially when adequate
information is not available to indicate which choice is better.
Future computational work may help us better understand
both the therapeutic and deleterious effects of STN stimulation
on motor and cognitive processes in Parkinson’s disease and
related disorders.
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Appendix A

The model can be obtained by emailing the author at
mfrank@u.arizona.edu. For animated video captures of model
dynamics during response selection and learning, please see
http://www.u.arizona.edu/˜mfrank/BGmodel movies.html.

A.1. Implementational details

The model is implemented using the Leabra framework
(O’Reilly, 2001; O’Reilly & Munakata, 2000). For model
parameters, see Table 1. Leabra uses point neurons with
excitatory, inhibitory, and leak conductances contributing to an
integrated membrane potential, which is then thresholded and
transformed via an x/(x + 1) sigmoidal function to produce a
rate code output communicated to other units (discrete spiking
can also be used, but produces noisier results). Each layer
uses a k-Winners-Take-All (kWTA) function that computes an
inhibitory conductance that keeps roughly the k most active
units above firing threshold and keeps the rest below threshold.

The membrane potential Vm is updated as a function of ionic
conductances g with reversal (driving) potentials E as follows:

1Vm(t) = τ
∑

c
gc(t)gc(Ec − Vm(t)) (1)

with three channels (c) corresponding to: e excitatory
input; l leak current; and i inhibitory input. Following
electrophysiological convention, the overall conductance is
decomposed into a time-varying component gc(t) computed as
a function of the dynamic state of the network, and a constant gc
that controls the relative influence of the different conductances.
The equilibrium potential can be written in a simplified form by
setting the excitatory driving potential (Ee) to 1 and the leak and
inhibitory driving potentials (El and Ei ) of 0:

V ∞
m =

gege

gege + gl gl + gi gi
(2)

mailto:mfrank@u.arizona.edu
http://www.u.arizona.edu/~mfrank/BGmodel%5Fmovies.html
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Table 1
BG model parameters

Param Value Param Value Param Value Param Value Param Value Param Value

El 0.15 gl 0.10 Ei 0.15 gi 1.0 Ee 1.00 ge 1.0
Vrest 0.15 Θ 0.25 γ 600 khebb 0.01 ε 0.001

Striatum (k = 4) gl 1.0* Θ , +DA 0.32* γ 2500* γ , +DA 10000* γ , −DA 300*
GPi El 0.28* gl 3.0* Vrest 0.26*
GPe El 0.26* gl 1.0* gi 2.5* Vrest 0.26*
STN El 0.2* gl 1.0* Vrest 0.25*
Thal gi 1.7* ge 0.5*
Premotor (k = 3) ε 1e−5* khebb 1* Vm noise µ = 0.0015 Vm noise σ = 0.0015

The first two rows indicate standard default parameters used in 100’s of simulations with Leabra software; these parameters are used in the model except where
noted with an * for specialized functions of the BG layers. Striatal units have a higher firing threshold θ and higher gain γ during DA bursts (“+DA”), and lower
γ during DA dips, to simulate contrast enhancement and reduction (Frank, 2005a). GP and STN units have higher than normal El , gl and Vrest, leading to tonic
baseline activity in the absence of synaptic input, and GPe units have high maximal inhibitory currents gi . Thal units have high gi and low ge , enabling a default
strong inhibition from BG output and only allowing top-down excitatory activity if disinhibited, thereby serving a gating function. Premotor units have Gaussian
noise added to the membrane potential, learn with a slow learning rate via purely Hebbian learning. k (kWTA) parameters are shown for striatum and premotor
areas, which have within-layer lateral inhibition.
which shows that the neuron is computing a balance between
excitation and the opposing forces of leak and inhibition. This
equilibrium form of the equation can be understood in terms of
a Bayesian decision making framework (O’Reilly & Munakata,
2000).

The excitatory net input/conductance ge(t) or η j is
computed as the proportion of open excitatory channels as a
function of sending activations times the weight values:

η j = ge(t) = 〈xiwi j 〉 =
1
n

∑
i

xiwi j . (3)

The inhibitory conductance is computed via the kWTA function
described in the next section, and leak is a constant.

Activation communicated to other cells (y j ) is a thresholded
(Θ) sigmoidal function of the membrane potential with gain
parameter γ :

y j (t) =
1(

1 +
1

γ [Vm (t)−Θ]+

) (4)

where [x]+ is a threshold function that returns 0 if x <

0 and x if X > 0. Note that if it returns 0, we assume
y j (t) = 0, to avoid dividing by 0. As it is, this function
has a very sharp threshold, which interferes with graded
learning mechanisms (e.g., gradient descent). To produce a less
discontinuous deterministic function with a softer threshold, the
function is convolved with a Gaussian noise kernel (µ = 0,
σ = 0.005), which reflects the intrinsic processing noise of
biological neurons:

y∗

j (x) =

∫
∞

−∞

1
√

2πσ
e−z2/(2σ 2)y j (z − x)dz (5)

where x represents the [Vm(t) − Θ]+ value, and y∗

j (x) is the
noise-convolved activation for that value.

A.2. Inhibition within and between layers

Inhibition between layers (i.e. for GABAergic projections
between BG layers) is achieved via simple unit inhibition,
where the inhibitory current gi for the unit is determined from
the net input of the sending unit.

For within layer lateral inhibition (used in Striatum and
premotor cortex), Leabra uses a kWTA (k-Winners-Take-All)
function to achieve inhibitory competition among units within
each layer (area). The kWTA function computes a uniform level
of inhibitory current for all units in the layer, such that the k +

1th most excited unit within a layer is generally below its firing
threshold, while the kth is typically above threshold. Activation
dynamics similar to those produced by the kWTA function have
been shown to result from simulated inhibitory interneurons
that project both feedforward and feedback inhibition (O’Reilly
& Munakata, 2000). Thus, although the kWTA function
is somewhat biologically implausible in its implementation
(e.g., requiring global information about activation states and
using sorting mechanisms), it provides a computationally
effective approximation to biologically plausible inhibitory
dynamics.

kWTA is computed via a uniform level of inhibitory current
for all units in the layer as follows:

gi = gΘ
k+1 + q(gΘ

k − gΘ
k+1) (6)

where 0 < q < 1 (0.25 default used here) is a parameter
for setting the inhibition between the upper bound of gΘ

k and
the lower bound of gΘ

k+1. These boundary inhibition values are
computed as a function of the level of inhibition necessary to
keep a unit right at threshold:

gΘ
i =

g∗
e ḡe(Ee − Θ) + gl ḡl(El − Θ)

Θ − Ei
(7)

where g∗
e is the excitatory net input.

Two versions of kWTA functions are typically used in
Leabra. In the kWTA function used in the Striatum, gΘ

k and
gΘ

k+1 are set to the threshold inhibition value for the kth and
k + 1th most excited units, respectively. Thus, the inhibition is
placed to allow k units to be above threshold, and the remainder
below threshold.

The premotor cortex uses the average-based kWTA version,
gΘ

k is the average gΘ
i value for the top k most excited units, and
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gΘ
k+1 is the average of gΘ

i for the remaining n − k units. This
version allows for more flexibility in the actual number of units
active depending on the nature of the activation distribution
in the layer and the value of the q parameter (which is set
to default value of 0.6). This flexibility is necessary for the
premotor units to have differential levels of activity during
settling (depending on whether or not a single response has
been facilitated), and also allows greater activity in high-
conflict trials.

A.3. Learning

Synaptic connection weights were trained using a reinforce-
ment learning version of Leabra. The learning algorithm in-
volves two phases, and is more biologically plausible than stan-
dard error backpropagation. In the minus phase, the network
settles into activity states based on input stimuli and its synap-
tic weights, ultimately “choosing” a response. In the plus phase,
the network resettles in the same manner, with the only differ-
ence being a change in simulated dopamine: an increase of SNc
unit firing from 0.5 to 1.0 for correct responses, and a decrease
to zero SNc firing for incorrect responses (Frank, 2005a).

For learning, Leabra uses a combination of error-driven and
Hebbian learning. The error-driven component is the symmetric
midpoint version of the GeneRec algorithm (O’Reilly, 1996),
which is functionally equivalent to the deterministic Boltzmann
machine and contrastive Hebbian learning (CHL), computing a
simple difference of a pre and postsynaptic activation product
across these two phases. For Hebbian learning, Leabra uses
essentially the same learning rule used in competitive learning
or mixtures-of-Gaussians which can be seen as a variant
of the Oja normalization (Oja, 1982). The error-driven and
Hebbian learning components are combined additively at each
connection to produce a net weight change.

The equation for the Hebbian weight change is:

1hebbwi j = x+

i y+

j − y+

j wi j = y+

j (x+

i − wi j ) (8)

and for error-driven learning using CHL:

1errwi j = (x+

i y+

j ) − (x−

i y−

j ) (9)

which is subject to a soft-weight bounding to keep within the
0–1 range:

1sberrwi j = [1err]+(1 − wi j ) + [1err]−wi j . (10)

The two terms are then combined additively with a normalized
mixing constant khebb:

1wi j = ε[khebb(1hebb) + (1 − khebb)(1sberr)]. (11)
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